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Direct observation of strong coupling in a dense plasma
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We present differential x-ray scattering cross sections for a radiatively heated plasma showing overall
consistency, in both form and absolute value, with theoretical simulations. In particular, the evolution of the
plasma from a strongly coupled high density phase to a lower density weakly coupled phase is quite clearly
shown in both experiment and simulation. The success of this experiment shows that x-ray scattering has the
potential to become an extremely useful diagnostic technique for dense plasma physics.
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[. INTRODUCTION volumetric radiative heating of a thin foil in an attempt to
reduce the plasma gradients, while retaining the condition
The properties of dense plasmas are of wide interest, foF >1 early in the heating pulse. In the following section, we
example, to researchers in inertial confinement fusion, lasesutline the key features of the experimental technique. In
ablation, stellar structure, as well as planetary phygicg].  Sec. lll, we discuss the hydrodynamic simulations that are
An important phenomenon in such plasmassigng cou- inevitably an important part of experimental dense plasma
pling [3]. This occurs when the Coulomb interaction energyphysics, and finally in Sec. IV we present results discussion.
between the pairs of charged particles is greater than their
thermal kinetic energy and leads to short range order, as in a
liquid metal. This phenomenon is expected to have a signifi- Il. EXPERIMENTAL ARRANGEMENT

cant effect on many plasma properties such as thermal and Tpe experiments were carried out at the VULCAN laser
eleptrical conducti\{ity. We describe., here, experiments ir\‘acility of the Rutherford-Appleton Laboratory. Figure 1
which strong coupling between the ions of a plasma is 0bspows a schematic of the experiment. A brief outline is as
served in a direct way via measurements of the x-ray scafy|jows. The main heating beams were approximately Gauss-
tering cross sections. The meas_ured _Cross sections agg in shape with 800-ps full width at half maximum dura-
broadly consistent with the theoretical simulations. Despitgjon after frequency doubling to 532-nm wavelength. Six
the smearing effects of density and temperature gradients i§eams were used to irradiate the Au failbree each side
the plasma, we have been able to observe the transition frof5cn peam delivered~70 J onto target. Focusing with
a dense strongly coupled plasma to a low density Weakllbhased-zone platé®ZP [5] gave a smooth flat topped pro-
coupled plasma. This success points to the possibility of defjjle of 1.5 mm diameter, resulting in an irradiance of
veIopil_‘ng the _technique of x-ray scattering into a powerful _ g3 \wcm=2. The gold foils were 1500 A thick with a
new diagnostic of dense plasmas. 0.5-um layer of CH supporting them on the side facing away
~ The strong coupling parameter for ions in a plasma wagrom the lasers. The x-ray emission from this type of foil has
introduced by Brush, Sahlin, and Tellg#], and is given by  peen well characterized by othei§—8] and has a broad
. o2 smooth spectral structure. For our case, the flux through the
= (Z%e) 1) rear of the Au is estimated to be20% of the incident laser
RKT; ’ intensity[8] giving an equivalent black body temperature of
~66 eV. The Au foils were placed facing each other 8 mm
where Z*e is the average ionic charg®; is the average apart. The experiments were related to earlier w@ikwith
interionic separation, arkiT; is the average ion temperature. single-sided irradiation that was, however, less conclusive
For laser plasmas, this parameter is commonly above unitgue to much poorer temporal resolution and severe tempera-
for at least part of the plasma. In order to investigate thisure and density gradients.
phenomenon with x-ray scattering methods, we have used The sample Al foil was lum thick and coated with 0.2
pm of CH on each side. The CH coating on both the Au
heating foils and on the target absorbed much of the longer
*Corresponding author. Email address: d.riley@qub.ac.uk wavelength soft x rays that would otherwise be absorbed
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The scatter CCD was a 1024256 pixel EEV-30110E
CCD chip with 26um square elements. An absorbed photon

FIG. 1. Schematic of the experimefrtot to scal¢ The timing at 475 keV genergte§1300 electron-hole pairs and the
between the main heating pulses and the backlighter pulses Wz%mp“f'er was Sens,'t've. t9'36'5 ev(10 ele_ctron}s Thermal,
monitored to~30 ps. X-ray streak measurements showed that thé®@d and shot noise limited the resolution further~ta00
Ti He-a x-ray pulse duration was 80—100 ps. Extensive test shot§V- AS can be seen in Fig. 2, the group of lines around the Ti
showed that the screening shieltiot shown ensured that only He-a group spans only-50 eV in energy and was by far the
photons scattered from the sample foil were collected. brightest feature in the kilovolt region and so represented, for

our purposes, an effectively monochromatic source. The fil-

close to the Al surface, leading to stronger temperature graering of 250um Be and 25«m Al with 50-um Mylar, com-
dients. The CH layer on the sample also helped to constraihined with the modest irradiance of the heating pulses, pre-
the expansion of the Al foils and thus reduced the densityented too many softer x rays from the Au foils from being
gradients. The sample foils ¢55 mn?) were stretched detected by the scatter CCD. Since the number of scattered
across ashaped mount and placed between the Au foils aphotons incident on the scatter CCD was low 3% 10%),
45° to them as in Fig. 1. the chances of multiple hits in a single pixel was low. In fact,

A pair of shorter pulse laser bear(8) p9 were synchro- with the =<1 keV radiation from Au being suppressee90%
nized to the longer pulse and used to heat a Ti foil target aof pixels were empty even after accounting for split events,
intensities of (1—2X 10" Wcm~? at 532-nm wavelength. and we were able to make histograms of the pixels for each
This resulted in a laser plasma that was a strong source ofata shot and count how many photons in the dHgroup
He-like Ti radiation[10] in particular, the $°-1s2p P were detected in single pixel events. The likelihood of single
(He-a line) and 3P transitions at-2.6 A and the associated pixel detectionas opposed to split events where the electron
Li-like dielectronic satellites. This radiation passed throughcloud, generated by a photon, is split between pjxalas
the pinhole system, of Fig. 1, onto the sample foil in a conecalibrated at 5.9 keV using ahFe radioactive source. Kraft
of 6° divergence. The angle of the sample meant that the aregf al. [11] have shown that we can then scale this result,
probed was an ellipse with axes 2.8 mnf. Most of the  using their “slab” model, giving a single pixel detection ef-
He-a line radiation passed through the sample and into diciency of 0.27-0.02 at 4.75 keV. The data were taken for
so-called “straight-through spectrometer” consisting of aangles up to 40°, higher angles were not practicable due to
charge coupled devidecCD) coupled to a $iL11) crystal. A the position of the Au heater foils. It should be noted that
typical spectrum is seen in Fig. 2. The small number of scathull shots were taken with the sample mount, but no sample
tered x-ray photons were detected with a cooled CCD placetbil present which showed that, at worst, less than 3% of
to cover an 18° angular range in the horizontal plane. Thighotons(typically <1%) came from stray scatter other than
so-called “scatter-CCD” could be moved on a rail to samplefrom the sample.
a different range of angles. In fact, two positions were used The S{111) crystal used to monitor the flux of probing
for this experiment with the highest angle at one positionphotons incident on the sample was also calibrated with the
made to overlap with the lowest angle of the other. We estisame®*Fe radioactive source. This was done by setting up
mate the systematic error in the angle to be of orddr.  the “straight-through” CCD with the Si crystal as a spec-
The scattering cross sections were calculated by counting tHeometer with the®Fe source as the emission source. The
detected photons and comparing them to the number of phdsCD was cooled to—24 °C and was integrated for 1 min.
tons passing through the known thickness of the targets. Thikhis was repeated 50 times and the histograms from each run
latter number was calculated from the brightness of theadded together. This data was analyzed and combined with
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the single pixel efficiency of the CCD, already determined as
described above, allowing us to estimate the integrated re
flectivity as being half way between that predicted for a mo-
saic crystal and for a single crys{d2]. Scaling this to 4.75

keV is more problematic than for the single pixel efficiency
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calibration due to errors in measuring CCD quantum effi-
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The experimental arrangement is not well suited to inde- FIG. 3. Contour map of a section of the sample plane showing
pendent plasma diagnostic, at least not on a shot-to-shot bte total intensity of x-ray heating in units of $on cm™2. The
sis. Furthermore, diagnostics of this type of high density lowdashed curve is the imprint of the backlighter cone of Ti dig-
temperature plasma are not trivial to implement or interprefays.

because the density is too high for optical interferometry andynsion was expected to be largely one dimensional and this
the spectral emission is expected to be optically thick. Therey a5 confirmed by the simulation. A line out through the cen-
fore, we have, in common with many others, used simulatione of the simulated foils was taken to represent the condi-
as a guide to the plasma conditions. _tions probed by the experiment. The results of the simulation
Apart from the plasma conditions themselves, the maimare shown in Fig. 4. Theym code uses a fixed boundary to
issue is uniformity. There is likely to be nonuniformity from simulate double-sided irradiance and so the graphs show data
two sources. First, the geometry of the experiment meanfor one-half of the foil only. Despite using a thin foil, the
that the different parts of the sample may receive differengradients present are still quite large and so, for the calcula-
incident fluxes despite the symmetry of the setup. Secondjon of theoretical cross sections, the simulated sample foil
the aluminum foil has to have a reasonable thickness comwas divided into three parts of equal mass and the average
pared to the tamping layer so that scatter is dominated by theonditions for each third part is used to generate a cross
Al plasma. This means that despite using x-ray heating, thergection, the three being then averaged for each probe time.
will be some axial gradients normal to the plane of theDivision into three was chosen since the calculations of the
sample foil. cross sections would be extremely time consuming to per-

Dealing with the first issue, in the absence of a radiatiorform for each cell of the radiation-hydrodynamics code, and

hydrodynamics code that can deal fully with this relatively the variation in cross section with plasma conditions is not so
complex geometry, we have developed a simple numeric pst as to warrant such detailed treatment. Furthermore, the

model of the incident flux that takes a flat topped black bodyNcertainties of simulation coupled with the modest error

source with 1.5 mm diameter to represent the emissiorl?a.rS c&ffthe dag:_l _n;ealn thli"‘t olnlyl a l'm'tifj am(r)]ur}t W(.)u:(:j. be
: . ‘gained from individual cell calculations. At each time in Fig.

through the Au foils, with the PZP phase plates. A Lamber the approximate values df for the averaged thirds are

tian emission law is then used to ray trace from each elemeri1 dicated, calculated using ti&* derived from the inferno

of the source to each areal element of the sample foil to giv%verage atom modél5]

the incident flux from one side and from the combined effect In Fig. 5, we show the calculated cross section for indi-

‘?f two Au foils. Figure 3 shows the res_ults of such Ca'°”'_a'vidual thirds of the foil at the earliest timé= + 0.5 ns). The
tions. The contour map shows that in the probed regionyoss sections of the two innermost parts of the plasma are
20%. pronounced peak in the cross section. The outer third is a
In modeling the plasma for comparison with experiment,jower density weakly coupled plasma and the cross section is
we have taken data from a simulation using the two-thus monotonically decreasing, as expected for independent
dimensionalnym radiation-hydrodynamics codd3,14. In  scatterers and simply reflects the atomic form factor for the
this simulation, the emission from the gold foil is calculatedions. It is clear that the effect of the outer layer is to make the
from a nonlocal thermodynamic equilibrium model for the peak due to the strongly coupled regions much less obvious.
pulse duration, the intensity, and the wavelength used. W&levertheless, the averaged cross section has a flattened ap-
note here that this code predicted a radiation temperature gfearance in contrast to the more steeply sloping weakly
65 eV at the rear of the Au foils anet21-eV flux tempera- coupled case.
ture coming into the sample foil. These values are consistent
with the experimental x-ray conversion efficienf§] and IV. RESULTS
with our subsequent determination of flux onto the foil in  Figure 6 shows the experimentally determined cross sec-
Fig. 3. The geometry of our experiment meant that the extions. We have taken five overlapping data points per shot by

Ill. HYDRODYNAMIC SIMULATION
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FIG. 4. Hydrodynamic simulation of the sample at various delays relative to the peak of the heating beams. Only one-half of the target
is shown, since the code uses the symmetry of the experiment as a boundary condition. Only the conditions for the Al are shown, the CH is
hotter and is calculated to contribute onh6% of scatter signal due to its lower number of bound electrons. The valdésuaf those for
the averaged conditions in each third of the mass of the foil.

integrating over one-third of the CCD for each pdietuiva-  This progression is as expected since, at late time, the plasma
lent 6° resolution in the horizontal planend shifting the is expected to be at lower density and to be fairly weakly
center of measurement by one-sixth of a CCD screen for theoupled. In this case, the atomic form factor for individual
next point. The error bars are essentially given M3/ ions will dominate, resulting in the steeper “fall off” with
whereN is the total number of photons detected for a par-angle. On the other hand, at 0.5-ns delay, the plasma is ex-
ticular data point. Since some points are averages of two goected still to be mostly at higher density and strongly
three shots whilst others are based on single shots, there iscaupled, in which case the collective scattering structure fac-
variation in the size of the error bars. We can see that there i®r for the plasma will be more important and will suppress
an evolution from the flattened cross section at 0.5-ns delagcatter at lower angles.
towards a more steeply sloping cross section at 2-ns delay. In Fig. 6, the solid lines represent simulation of the ex-
pected, temperature and density averaged cross section, us-

10 ing the hydrodynamic data of Fig. 4 with the inferno model
eee e, combined with a hypernetted chain model for ion-ion corre-
2 g e, . lation [16,17]. The dashed lines represent the same calcula-
£ e, tions except this time with the activity expansiohCTEX)

f 6 —— ° e [18] ionization model used to determizé& . In Fig. 6a), we
S AN o can see that, for early time, the flattened cross section of the
& a4 Losnc°’ data is quite well produced by the inferno simulation with
2 e ) about a 20% difference in absolute value. In Fi¢h)6the
2 o Inner third
5 24 + Middie third error bars are larger as fewer shots are taken. The general
2 Average' trend is again flat, as predicted by simulation, although the
0 : : , , , , difference in the absolute values between the inferno simu-
10 15 20 25 30 35 40 45 lation and the experiment is40%. Skipping for the moment

Scatter angle (degrees) to Fig. 6d), we can see that the absolute values are in quite

FIG. 5. Scattering cross sections calculated for the average800d agreement and the shape is reasonably well reproduced.
conditions in each third of the sample at 0.5 ns after the peak of thét this time, we expect a weakly coupled plasma with a
heating pulse. As can be seen, the distinctive suppression of croggonotonically decreasing cross section that reflects the
section at low angle is to some degree hidden by the effect of th@tomic(or ionic in this casgform factor and this is more or
low density outer part of the sample. less what is seen.
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FIG. 6. Experimental x-ray scatter cross sections at the four times in Fig. 4. The two CCD positions were chosen to have one angle in
common(to within 1°). The curves are simulated cross sections for the whole sample foil, calculated as described in the text.

Returning to Fig. €), there is less agreement betweenpare how well each model fits the data, in a simple way, by
simulation and experiment. As for Fig(l§, there is about using a least squares fit. This was done by assuming that
40% absolute value offset between experiment andhere is some scale fact®, by which we need to multiply
INFERNO-based simulation, but this time the shape is nothe data points of Figs.(6) and &b) to obtain the “correct”
well reproduced by either model. The interpretation of thecalibration. Thus, the sum of squares fdrdata points is
experimental data on its own could suggest that the scattegiven by
ing comes from two distinct regions of plasma: with a

weakly coupled part responsible for the lower angle cross 1 N (Ro'. — o )2
section that resembles Figd, and a more strongly coupled S=y expt__sim )
plasma that gives a cross section that is suppressed at low i=1 (Tsim)

angles but accounts for the rising curve at higher angle. The

superposition of these might then provide the “dip” seen inThe parameteR is varied to minimizeS which gives a

the data. Given that both the INFERNO and ACTEX8]  measure of how well the shape of the cross section fits be-

ionization models were developed for higher density cases, ttveen experiment and simulation. We have only used the

is possible that whilst both fail to match the data of Fi(z)6  first two times since the models are really only designed for

a different model may be more successful. For the two earlyigher densities and it is at higher density that the resonance

times in Fig. 6, there are noticeable differences in the crosslectrons, which represent an important difference between

section predicted by the two ionization models. One pointhe models, are present. The scaling is done for both probe

worth mentioning is that the INFERNO model is able totimes in the same calculation, since any systematic error in

account for resonance scattering states. Our modeling treatslibration should be the same for all data shots. For IN-

the broadp-resonance electrons, present under these condFERNO the best fit gives a scale factB=0.71 with S

tions, as free electrons for the purposes of calculating ion-ior=0.013; for ACTEX, R=0.88 andS=0.052. We should

coupling. If we treat them as bound electrons, we find thanote here that in fact if we just take data from Fig&)6and

the predicted scatter cross section for all times is similar t®(b) separately, we get a better fit to ACTEX in Fig.ab

the weak coupling case shown in Figdg This is clearly However, the scale factd® needed is~55% different from

not the case experimentally. the scale factor needed to get a best fit to the data of Fig.
The comparison of the relative success of the two ioniza6(b)—contrary to the likelihood where we have a constant

tion models needs to be based on the shape of the crosgstematic calibration error. On the other hand, treating Fig.

section since the systematic error due to calibration is to&(a) and Gb) separately for the INFERNO model leads to

large for us to rely on the absolute magnitude. We can comscale factors only~13% different—within the span of typi-
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cal statistical error bars. We can also point out that although The significance of this work is that the broad regime we
we have not used the later two times, the “scale factor”are able to investigate is intermediate between the well-
determined for the first two times, to give a best fit, wouldresearched areas of plasmas and liquid metals and is by no
still lead to reasonable fits for the later times using the IN-means completely understood theoretically. For this type of

FERNO model. plasma, standard methods of plasma diagnosis are difficult.
As indicated above, optical emission and absorption spec-
V. DISCUSSION AND CONCLUSIONS troscopy are hampered by high opacity and broadening of

) ) spectral feature. X-ray-absorption spectroscopy is also ham-

From the analysis above, overall it seems that ACTEXpered by the difficulty of distinguishing between low ioniza-
does not fit as well as INFERNO to the higher density datatjon states. For example, in the current caée, absorption
However, the error bars on the data and the nonuniformity o§yectroscopy is prevented by the filledshell of the Al ions
the plasma means that we cannot rush to any firm COhC|L{-191
sions. Better uniformity plasma generation and closer bounds Qe problem stated earlier in the paper is the difficulty of
on the systematic error in calibration are needed for furthefypiementing independent diagnostics to help constrain esti-
progress. Improvements to the plasma uniformity areé nopates of density and temperature, for these types of plasma.
easy to make but should be possible. One major problem i, the future, the development of Thomson scatter and/or
that any tamping layer used to confine the sample will cOninterferometry[20] methods using x-ray lasers and thermal
tribute to the scatter signal. Possibly, the use of thinner layerg_ay sourceg21] may make it possible to obtain indepen-
with higher Z will be one way forward. The extra bound gent data on the foil conditions with which we can compare
electrons will help the sample layer dominate over I&w he sort of data and simulations presented here.
tamping layers.
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