
PHYSICAL REVIEW E 66, 046408 ~2002!
Direct observation of strong coupling in a dense plasma

D. Riley,* I. Weaver, and D. McSherry
School of Mathematics and Physics, The Queen’s University of Belfast, University Road, Belfast BT7 1NN, United Kingdom

M. Dunne
AWE plc, Reading RG7 4PR, Berkshire, United Kingdom

D. Neely and M. Notley
Rutherford-Appleton Laboratory, Chilton, Didcot, Oxon OX11 OQX, United Kingdom

E. Nardi
Department of Particle Physics, Weizmann Institute of Science, 11-76100 Rehovot, Israel

~Received 17 May 2001; published 14 October 2002!

We present differential x-ray scattering cross sections for a radiatively heated plasma showing overall
consistency, in both form and absolute value, with theoretical simulations. In particular, the evolution of the
plasma from a strongly coupled high density phase to a lower density weakly coupled phase is quite clearly
shown in both experiment and simulation. The success of this experiment shows that x-ray scattering has the
potential to become an extremely useful diagnostic technique for dense plasma physics.
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I. INTRODUCTION

The properties of dense plasmas are of wide interest,
example, to researchers in inertial confinement fusion, la
ablation, stellar structure, as well as planetary physics@1,2#.
An important phenomenon in such plasmas isstrong cou-
pling @3#. This occurs when the Coulomb interaction ener
between the pairs of charged particles is greater than t
thermal kinetic energy and leads to short range order, as
liquid metal. This phenomenon is expected to have a sign
cant effect on many plasma properties such as thermal
electrical conductivity. We describe, here, experiments
which strong coupling between the ions of a plasma is
served in a direct way via measurements of the x-ray s
tering cross sections. The measured cross sections
broadly consistent with the theoretical simulations. Desp
the smearing effects of density and temperature gradien
the plasma, we have been able to observe the transition
a dense strongly coupled plasma to a low density wea
coupled plasma. This success points to the possibility of
veloping the technique of x-ray scattering into a power
new diagnostic of dense plasmas.

The strong coupling parameter for ions in a plasma w
introduced by Brush, Sahlin, and Teller@4#, and is given by

G5
~Z* e!2

RikTi
, ~1!

where Z* e is the average ionic charge,Ri is the average
interionic separation, andkTi is the average ion temperatur
For laser plasmas, this parameter is commonly above u
for at least part of the plasma. In order to investigate t
phenomenon with x-ray scattering methods, we have u
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volumetric radiative heating of a thin foil in an attempt
reduce the plasma gradients, while retaining the condit
G.1 early in the heating pulse. In the following section, w
outline the key features of the experimental technique.
Sec. III, we discuss the hydrodynamic simulations that
inevitably an important part of experimental dense plas
physics, and finally in Sec. IV we present results discuss

II. EXPERIMENTAL ARRANGEMENT

The experiments were carried out at the VULCAN las
facility of the Rutherford-Appleton Laboratory. Figure
shows a schematic of the experiment. A brief outline is
follows. The main heating beams were approximately Gau
ian in shape with 800-ps full width at half maximum dur
tion, after frequency doubling to 532-nm wavelength. S
beams were used to irradiate the Au foils~three each side!.
Each beam delivered;70 J onto target. Focusing with
phased-zone plates~PZP! @5# gave a smooth flat topped pro
file of 1.5 mm diameter, resulting in an irradiance
;1013 W cm22. The gold foils were 1500 Å thick with a
0.5-mm layer of CH supporting them on the side facing aw
from the lasers. The x-ray emission from this type of foil h
been well characterized by others@6–8# and has a broad
smooth spectral structure. For our case, the flux through
rear of the Au is estimated to be;20% of the incident laser
intensity@8# giving an equivalent black body temperature
;66 eV. The Au foils were placed facing each other 8 m
apart. The experiments were related to earlier work@9# with
single-sided irradiation that was, however, less conclus
due to much poorer temporal resolution and severe temp
ture and density gradients.

The sample Al foil was 1mm thick and coated with 0.2
mm of CH on each side. The CH coating on both the A
heating foils and on the target absorbed much of the lon
wavelength soft x rays that would otherwise be absorb
©2002 The American Physical Society08-1
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close to the Al surface, leading to stronger temperature
dients. The CH layer on the sample also helped to const
the expansion of the Al foils and thus reduced the den
gradients. The sample foils (535 mm2) were stretched
across a~shaped mount and placed between the Au foils
45° to them as in Fig. 1.

A pair of shorter pulse laser beams~80 ps! were synchro-
nized to the longer pulse and used to heat a Ti foil targe
intensities of (1 – 2)31015 W cm22 at 532-nm wavelength
This resulted in a laser plasma that was a strong sourc
He-like Ti radiation @10# in particular, the 1s2-1s2p 1P
~He-a line! and 3P transitions at;2.6 Å and the associate
Li-like dielectronic satellites. This radiation passed throu
the pinhole system, of Fig. 1, onto the sample foil in a co
of 6° divergence. The angle of the sample meant that the
probed was an ellipse with axes 2.132.8 mm2. Most of the
He-a line radiation passed through the sample and int
so-called ‘‘straight-through spectrometer’’ consisting of
charge coupled device~CCD! coupled to a Si~111! crystal. A
typical spectrum is seen in Fig. 2. The small number of sc
tered x-ray photons were detected with a cooled CCD pla
to cover an 18° angular range in the horizontal plane. T
so-called ‘‘scatter-CCD’’ could be moved on a rail to samp
a different range of angles. In fact, two positions were u
for this experiment with the highest angle at one posit
made to overlap with the lowest angle of the other. We e
mate the systematic error in the angle to be of order;1°.
The scattering cross sections were calculated by counting
detected photons and comparing them to the number of p
tons passing through the known thickness of the targets.
latter number was calculated from the brightness of

FIG. 1. Schematic of the experiment~not to scale!. The timing
between the main heating pulses and the backlighter pulses
monitored to;30 ps. X-ray streak measurements showed that
Ti He-a x-ray pulse duration was 80–100 ps. Extensive test sh
showed that the screening shields~not shown! ensured that only
photons scattered from the sample foil were collected.
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‘‘straight-through’’ spectrum combined with an estimate
the efficiency of the spectrometer, as outlined below.

The scatter CCD was a 10243256 pixel EEV-3011OE
CCD chip with 26-mm square elements. An absorbed phot
at 4.75 keV generates;1300 electron-hole pairs and th
amplifier was sensitive to;36.5 eV~10 electrons!. Thermal,
read and shot noise limited the resolution further to;200
eV. As can be seen in Fig. 2, the group of lines around the
He-a group spans only;50 eV in energy and was by far th
brightest feature in the kilovolt region and so represented,
our purposes, an effectively monochromatic source. The
tering of 250-mm Be and 25-mm Al with 50-mm Mylar, com-
bined with the modest irradiance of the heating pulses, p
vented too many softer x rays from the Au foils from bein
detected by the scatter CCD. Since the number of scatt
photons incident on the scatter CCD was low (;33103),
the chances of multiple hits in a single pixel was low. In fa
with the<1 keV radiation from Au being suppressed,.90%
of pixels were empty even after accounting for split even
and we were able to make histograms of the pixels for e
data shot and count how many photons in the He-a group
were detected in single pixel events. The likelihood of sin
pixel detection~as opposed to split events where the elect
cloud, generated by a photon, is split between pixels! was
calibrated at 5.9 keV using an55Fe radioactive source. Kraf
et al. @11# have shown that we can then scale this res
using their ‘‘slab’’ model, giving a single pixel detection e
ficiency of 0.2760.02 at 4.75 keV. The data were taken f
angles up to 40°, higher angles were not practicable du
the position of the Au heater foils. It should be noted th
null shots were taken with the sample mount, but no sam
foil present which showed that, at worst, less than 3%
photons~typically ,1%! came from stray scatter other tha
from the sample.

The Si~111! crystal used to monitor the flux of probin
photons incident on the sample was also calibrated with
same55Fe radioactive source. This was done by setting
the ‘‘straight-through’’ CCD with the Si crystal as a spe
trometer with the55Fe source as the emission source. T
CCD was cooled to224 °C and was integrated for 1 min
This was repeated 50 times and the histograms from each
added together. This data was analyzed and combined

as
e
ts

FIG. 2. Example of an averaged line out from the CCD sp
trometer used to monitor the incident beam of Ti He-a photons.
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the single pixel efficiency of the CCD, already determined
described above, allowing us to estimate the integrated
flectivity as being half way between that predicted for a m
saic crystal and for a single crystal@12#. Scaling this to 4.75
keV is more problematic than for the single pixel efficien
of the CCD as the crystal properties may vary with pene
tion depth, however, we have assumed that it is also half
for this photon energy and use a value of 0.09 mrad
integrated reflectivity. The systematic errors in the ove
calibration due to errors in measuring CCD quantum e
ciency, statistical error in calibration histogram,55Fe source
calibration, and crystal calibration are estimated to
;30%.

III. HYDRODYNAMIC SIMULATION

The experimental arrangement is not well suited to in
pendent plasma diagnostic, at least not on a shot-to-sho
sis. Furthermore, diagnostics of this type of high density l
temperature plasma are not trivial to implement or interp
because the density is too high for optical interferometry a
the spectral emission is expected to be optically thick. The
fore, we have, in common with many others, used simulat
as a guide to the plasma conditions.

Apart from the plasma conditions themselves, the m
issue is uniformity. There is likely to be nonuniformity from
two sources. First, the geometry of the experiment me
that the different parts of the sample may receive differ
incident fluxes despite the symmetry of the setup. Seco
the aluminum foil has to have a reasonable thickness c
pared to the tamping layer so that scatter is dominated by
Al plasma. This means that despite using x-ray heating, th
will be some axial gradients normal to the plane of t
sample foil.

Dealing with the first issue, in the absence of a radiat
hydrodynamics code that can deal fully with this relative
complex geometry, we have developed a simple numer
model of the incident flux that takes a flat topped black bo
source with 1.5 mm diameter to represent the emiss
through the Au foils, with the PZP phase plates. A Lamb
tian emission law is then used to ray trace from each elem
of the source to each areal element of the sample foil to g
the incident flux from one side and from the combined eff
of two Au foils. Figure 3 shows the results of such calcu
tions. The contour map shows that in the probed reg
~dashed line!, the total incident flux is uniform to aroun
20%.

In modeling the plasma for comparison with experime
we have taken data from a simulation using the tw
dimensionalNYM radiation-hydrodynamics code@13,14#. In
this simulation, the emission from the gold foil is calculat
from a nonlocal thermodynamic equilibrium model for th
pulse duration, the intensity, and the wavelength used.
note here that this code predicted a radiation temperatur
65 eV at the rear of the Au foils and;21-eV flux tempera-
ture coming into the sample foil. These values are consis
with the experimental x-ray conversion efficiency@8# and
with our subsequent determination of flux onto the foil
Fig. 3. The geometry of our experiment meant that the
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pansion was expected to be largely one dimensional and
was confirmed by the simulation. A line out through the ce
ter of the simulated foils was taken to represent the con
tions probed by the experiment. The results of the simulat
are shown in Fig. 4. TheNYM code uses a fixed boundary t
simulate double-sided irradiance and so the graphs show
for one-half of the foil only. Despite using a thin foil, th
gradients present are still quite large and so, for the calc
tion of theoretical cross sections, the simulated sample
was divided into three parts of equal mass and the ave
conditions for each third part is used to generate a cr
section, the three being then averaged for each probe t
Division into three was chosen since the calculations of
cross sections would be extremely time consuming to p
form for each cell of the radiation-hydrodynamics code, a
the variation in cross section with plasma conditions is not
fast as to warrant such detailed treatment. Furthermore,
uncertainties of simulation coupled with the modest er
bars of the data mean that only a limited amount would
gained from individual cell calculations. At each time in Fi
4, the approximate values ofG for the averaged thirds ar
indicated, calculated using theZ* derived from the inferno
average atom model@15#.

In Fig. 5, we show the calculated cross section for in
vidual thirds of the foil at the earliest time (t510.5 ns). The
cross sections of the two innermost parts of the plasma
similar, indicating a strongly coupled plasma that leads t
pronounced peak in the cross section. The outer third
lower density weakly coupled plasma and the cross sectio
thus monotonically decreasing, as expected for indepen
scatterers and simply reflects the atomic form factor for
ions. It is clear that the effect of the outer layer is to make
peak due to the strongly coupled regions much less obvio
Nevertheless, the averaged cross section has a flattene
pearance in contrast to the more steeply sloping wea
coupled case.

IV. RESULTS

Figure 6 shows the experimentally determined cross s
tions. We have taken five overlapping data points per sho

FIG. 3. Contour map of a section of the sample plane show
the total intensity of x-ray heating in units of 1010 W cm22. The
dashed curve is the imprint of the backlighter cone of Ti He-a x
rays.
8-3
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FIG. 4. Hydrodynamic simulation of the sample at various delays relative to the peak of the heating beams. Only one-half of t
is shown, since the code uses the symmetry of the experiment as a boundary condition. Only the conditions for the Al are shown,
hotter and is calculated to contribute only;5% of scatter signal due to its lower number of bound electrons. The values ofG are those for
the averaged conditions in each third of the mass of the foil.
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integrating over one-third of the CCD for each point~equiva-
lent 6° resolution in the horizontal plane! and shifting the
center of measurement by one-sixth of a CCD screen for
next point. The error bars are essentially given byN1/2,
whereN is the total number of photons detected for a p
ticular data point. Since some points are averages of tw
three shots whilst others are based on single shots, there
variation in the size of the error bars. We can see that the
an evolution from the flattened cross section at 0.5-ns de
towards a more steeply sloping cross section at 2-ns de

FIG. 5. Scattering cross sections calculated for the avera
conditions in each third of the sample at 0.5 ns after the peak of
heating pulse. As can be seen, the distinctive suppression of c
section at low angle is to some degree hidden by the effect of
low density outer part of the sample.
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This progression is as expected since, at late time, the pla
is expected to be at lower density and to be fairly wea
coupled. In this case, the atomic form factor for individu
ions will dominate, resulting in the steeper ‘‘fall off’’ with
angle. On the other hand, at 0.5-ns delay, the plasma is
pected still to be mostly at higher density and strong
coupled, in which case the collective scattering structure f
tor for the plasma will be more important and will suppre
scatter at lower angles.

In Fig. 6, the solid lines represent simulation of the e
pected, temperature and density averaged cross section
ing the hydrodynamic data of Fig. 4 with the inferno mod
combined with a hypernetted chain model for ion-ion cor
lation @16,17#. The dashed lines represent the same calc
tions except this time with the activity expansion~ACTEX!
@18# ionization model used to determineZ* . In Fig. 6~a!, we
can see that, for early time, the flattened cross section of
data is quite well produced by the inferno simulation w
about a 20% difference in absolute value. In Fig. 6~b!, the
error bars are larger as fewer shots are taken. The gen
trend is again flat, as predicted by simulation, although
difference in the absolute values between the inferno sim
lation and the experiment is;40%. Skipping for the momen
to Fig. 6~d!, we can see that the absolute values are in q
good agreement and the shape is reasonably well reprodu
At this time, we expect a weakly coupled plasma with
monotonically decreasing cross section that reflects
atomic~or ionic in this case! form factor and this is more o
less what is seen.
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FIG. 6. Experimental x-ray scatter cross sections at the four times in Fig. 4. The two CCD positions were chosen to have one
common~to within 1°!. The curves are simulated cross sections for the whole sample foil, calculated as described in the text.
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Returning to Fig. 6~c!, there is less agreement betwe
simulation and experiment. As for Fig. 6~b!, there is about
40% absolute value offset between experiment a
INFERNO-based simulation, but this time the shape is
well reproduced by either model. The interpretation of t
experimental data on its own could suggest that the sca
ing comes from two distinct regions of plasma: with
weakly coupled part responsible for the lower angle cr
section that resembles Fig. 6~d!, and a more strongly couple
plasma that gives a cross section that is suppressed a
angles but accounts for the rising curve at higher angle.
superposition of these might then provide the ‘‘dip’’ seen
the data. Given that both the INFERNO and ACTEX@18#
ionization models were developed for higher density case
is possible that whilst both fail to match the data of Fig. 6~c!
a different model may be more successful. For the two e
times in Fig. 6, there are noticeable differences in the cr
section predicted by the two ionization models. One po
worth mentioning is that the INFERNO model is able
account for resonance scattering states. Our modeling tr
the broadp-resonance electrons, present under these co
tions, as free electrons for the purposes of calculating ion
coupling. If we treat them as bound electrons, we find t
the predicted scatter cross section for all times is simila
the weak coupling case shown in Fig. 6~d!. This is clearly
not the case experimentally.

The comparison of the relative success of the two ioni
tion models needs to be based on the shape of the c
section since the systematic error due to calibration is
large for us to rely on the absolute magnitude. We can co
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pare how well each model fits the data, in a simple way,
using a least squares fit. This was done by assuming
there is some scale factorR, by which we need to multiply
the data points of Figs. 6~a! and 6~b! to obtain the ‘‘correct’’
calibration. Thus, the sum of squares forN data points is
given by

S5
1

N (
i 51

N
~Rsexpt

i 2ssim
i !2

~ssim
i !2 . ~2!

The parameterR is varied to minimizeS, which gives a
measure of how well the shape of the cross section fits
tween experiment and simulation. We have only used
first two times since the models are really only designed
higher densities and it is at higher density that the resona
electrons, which represent an important difference betw
the models, are present. The scaling is done for both pr
times in the same calculation, since any systematic erro
calibration should be the same for all data shots. For
FERNO the best fit gives a scale factorR50.71 with S
50.013; for ACTEX, R50.88 andS50.052. We should
note here that in fact if we just take data from Figs. 6~a!, and
6~b! separately, we get a better fit to ACTEX in Fig. 6~a!.
However, the scale factorR needed is;55% different from
the scale factor needed to get a best fit to the data of
6~b!—contrary to the likelihood where we have a consta
systematic calibration error. On the other hand, treating F
6~a! and 6~b! separately for the INFERNO model leads
scale factors only;13% different—within the span of typi-
8-5
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cal statistical error bars. We can also point out that altho
we have not used the later two times, the ‘‘scale facto
determined for the first two times, to give a best fit, wou
still lead to reasonable fits for the later times using the
FERNO model.

V. DISCUSSION AND CONCLUSIONS

From the analysis above, overall it seems that ACT
does not fit as well as INFERNO to the higher density da
However, the error bars on the data and the nonuniformity
the plasma means that we cannot rush to any firm con
sions. Better uniformity plasma generation and closer bou
on the systematic error in calibration are needed for furt
progress. Improvements to the plasma uniformity are
easy to make but should be possible. One major problem
that any tamping layer used to confine the sample will c
tribute to the scatter signal. Possibly, the use of thinner lay
with higher Z will be one way forward. The extra boun
electrons will help the sample layer dominate over lowZ
tamping layers.

What the data does show is clear direct experimental
dence of the evolution of the plasma from strong coupling
early times and a weakly coupled plasma at later times. W
the exception of data at one probe time the shape of the c
section is reasonably well matched by the simulation. Giv
the traditional difficulty in obtaining precise absolute valu
of most parameters in plasma physics, the absolute value
cross section match well to the simulation.
nt
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The significance of this work is that the broad regime
are able to investigate is intermediate between the w
researched areas of plasmas and liquid metals and is b
means completely understood theoretically. For this type
plasma, standard methods of plasma diagnosis are diffi
As indicated above, optical emission and absorption sp
troscopy are hampered by high opacity and broadening
spectral feature. X-ray-absorption spectroscopy is also h
pered by the difficulty of distinguishing between low ioniz
tion states. For example, in the current case,Ka absorption
spectroscopy is prevented by the filledL shell of the Al ions
@19#.

One problem stated earlier in the paper is the difficulty
implementing independent diagnostics to help constrain e
mates of density and temperature, for these types of plas
In the future, the development of Thomson scatter and
interferometry@20# methods using x-ray lasers and therm
x-ray sources@21# may make it possible to obtain indepe
dent data on the foil conditions with which we can compa
the sort of data and simulations presented here.
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